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 The development of technology is accelerating in finding references to 

scientific articles or journals related to research topics. One of the sources of 

national aggregator services to find references is Garba Rujukan Digital 

(GARUDA), developed by the Ministry of Education, Culture, Research, 

and Technology (Kemendikbudristek) of the Republic of Indonesia. The 

naïve Bayes method classifies articles into several categories based on titles 

and abstracts. The system achieves an F1-score of 98%, which indicates high 

classification accuracy, and the classification process takes less than  

60 minutes. Article similarity detection is done using the cosine similarity 

method, and a similarity score of 0.071 reflects the degree of similarity 

between the title and the abstract that has been concatenated, while a score 

close to 1 indicates a higher similarity. Searching for similar scientific 

articles based on title and abstract, sort articles based on the results of the 

highest similarity score are the most similar articles, and generating article 

categories. The results of the research show that the proposed method 

significantly improves the classification and search processes in GARUDA, 

as well as accurate and efficient similarity detection. 
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1. INTRODUCTION 

The development of technology is accelerating in aggregator services for scientific journal searches 

as a reference or bibliography in determining article writing topics. The aggregator service is a platform that 

collects and compiles information from various sources to provide easier and more organized access for its 

users, one of which is the national aggregator Garba Rujukan Digital (GARUDA) developed by the Ministry 

of Education, Culture, Research, and Technology (Kemendikbudristek) of the Republic of Indonesia. Also, it 

has a database and network connected to SINTA, Bima, Arjuna, PDDIKTI, Risbang, Scopus, and Rama. 

Research from all lecturers in Indonesia is collected and entered into the science and technology index (SINTA) 

portal used to measure and monitor the performance of scientific research conducted by researchers [1]. 

Naive Bayes is an algorithm used for classification based on Bayes theorem [2]. Classification is a 

technique to group data sets into multi-classes to obtain correct prediction and analysis results [3]. 

Classification with the support vector machine Linear Kernel method using 205 features obtained a poor 

accuracy rate of 58.3% [4]. Classification based on journal abstracts using the naive Bayes and naive Bayes 

https://creativecommons.org/licenses/by-sa/4.0/
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multinomial methods provides more accurate classification performance with faster and more efficient 

computing time compared to other classification methods [5], [6]. 

Natural language processing (NLP) to understand human language effectively and provide 

techniques for managing the classification of large amounts of text or documents with accurate  

results [7], [8]. Text classification using NLP can automatically learn from text, so that it can provide 

information from the text in an organized manner with the correct classification [9], [10]. NLP combines 

computer science, linguistics, and mathematics [11], NLP can be used for plagiarism detection [12]. This 

research uses text processing to classify articles and detect similarities based on titles and abstracts into 

specific categories. Text is converted to numerical form using the term frequency-inverse document 

frequency (TF-IDF) technique [13]. 

Cosine similarity in measuring the degree of similarity of scientific article citations with  

reference sources gives quite good results of 70%, and citations with no relationship with reference sources 

by 30% [14]. Cosine similarity to detect plagiarism in Bengali text content successfully determines similarity 

by comparing vectors in numerical values [15]. Measurement using cosine similarity by measuring two 

vectors and calculating the size of the cosine angle between them [16]. Matching scientific article titles using 

the cosine similarity and Jaccard similarity methods provides better cosine similarity performance results 

than Jaccard similarity in specific scenarios [17]. Cosine similarity is used for a book recommendation 

system to provide results relevant to the course topic with a precision of 0.7 and a recall of 0.73 [18]. 

Comparing three different methods, namely cosine similarity, Jaccard similarity, and Euclidean distance,  

to measure the similarity of two news articles in Hindi and English based on topic. The most accurate  

cosine similarity results compared to the other two methods, with an accuracy of 81.25%, recall of 100%, and 

F-measure of 76.92% [19]. 

The mapping related to the previous research based on the results of the literature research 

collection is illustrated in Figure 1 VOS Viewer naive Bayes and Figure 2 VOS Viewer cosine similarity. 

Figure 1 is the VOS Viewer for methods related to naive Bayes and previous research. Figure 2 is the VOS 

Viewer for methods related to cosine similarity and previous research. VOS Viewer is used for mapping the 

relationships between keywords, previous authors, and journals used in research. Researchers use it to 

identify emerging fields and look at interrelated scientific concepts. This research contributes to evaluating 

the classification of published articles in GARUDA by applying the naive Bayes method, and detecting 

similarities using the cosine similarity approach. The classification method using naive Bayes and the 

similarity detection method using cosine similarity, in this research produce an accurate and good model in 

classifying articles and measuring article similarity. This research aims to determine the performance of 

classifiers using the naïve Bayes method and to determine the performance of similarity detection using the 

cosine similarity method. The discussion in this research is as follows: section 2 discusses the methods used 

in determining references and datasets. Section 3 provides the results of classification, similarity detection, 

and search of articles. Section 4 provides conclusions and suggestions for further research. 

 

 

 
 

Figure 1. VOS Viewer for naïve Bayes 
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Figure 2. VOS Viewer for Cosine Similarity 

 

 

2. METHOD 

2.1.  Research framework 

This research requires a framework, research flow, and several stages. The theory used by previous 

research, the appropriate methodology to solve the main problem using the naive Bayes method in 

classification, the cosine similarity method in similarity detection, and the cosine similarity method in article 

search, the research framework is drawn in Figure 3. The research framework in Figure 3 describes the 

process, starting with data collection, data engineering, labeling using rule-based auto labeling, classification 

using naive Bayes, similarity detection using cosine similarity, and article search using cosine similarity. 

Data engineering is carried out to clean up duplicate data and consists of several stages: tokenization, 

concatenation, balancing, flattening data, and splitting. Rule-based auto-labeling is done by matching 

keywords in the text with predetermined categories. Classification was carried out to determine the category 

of text based on the probability of words, if the classification results are incorrect, go back to the data 

engineering process. Meanwhile, the correct classification results will proceed to the similarity detection 

process. Similarity detection and scientific article searches were carried out to analyze the results of cosine 

similarity to assess the similarity of articles based on the similarity score. The classification method using 

naive Bayes and the similarity detection method using Cosine Similarity produce an accurate and good model in 

classifying articles and measuring article similarity. 

 

2.1.1. Data collection 

The dataset collection technique obtained from GARUDA in the form of Excel is secondary data. 

There are 35,908 rows and 13 columns of Author ID, GARUDA_ID, OJS_IDENTIFIER, and 

GARUDA_DOI. AKREDITASI, GARUDA_TITLE, GARUDA_ABSTRACT, GARUDA JOURNAL, 

GARUDA_YEAR_PUBLISH, GARUDA_DATE_PUBLISH, GARUDA_CITE, GARUDA_URL, 

ORIGINAL_URL. This research used the title and abstract to classify, detect similarities and search for 

scientific articles. The data was processed by deleting duplicate data into 29,239 rows and 13 columns. Good 

classification results using naive Bayes, article similarity detection using cosine similarity, article search 

using cosine similarity, and research data are obtained and depicted in Figure 4. 

 

2.1.2. Data engineering 

Data engineering is collecting and preparing datasets from the Ministry of Education and Culture's 

GARUDA, cleaning duplicate data, and labeling. The stages carried out in data engineering are illustrated in 

Figure 5. The stages of data engineering are shown in Figure 5. The first stage is tokenizing, the second stage 

is concat the data to combine the text data between the title and abstract columns to generate a new column 
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with the name CONCAT_DATA. The third stage is balancing data to balance data between minority and 

majority classes. We already tried to use an unbalanced dataset, but we got unsatisfactory results and 

negatively impacted the performance of machine learning algorithms [20], [21]. The fourth stage flattens the 

data to change the structure of a multi-dimensional array into a one-dimensional array. The last stage splits 

the data to separate the dataset into two subsets: training and test data. In this study, a random split method is 

used by sampling data to ensure that refraction against different data characteristics does not affect the data 

modeling process. After performing the data engineering stage, labeling is depicted in Figure 6. 

The category labeling in Figure 6 describes the results of the auto label use rule-based auto. There is 

a new column with the name of the category. The categories that have been determined in this study are nine 

categories, namely other, management information systems, decision support systems, sales information 

systems, customer relationship management, marketing information systems, financial information systems, 

executive information systems, and human resources information systems. 

 

 

 
 

Figure 3. Research framework 

 

 

 
 

Figure 4. Research dataset 
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Figure 5. Stages of data engineering 

 

 

 
 

Figure 6. Category labeling 

 

 

2.1.3. Labeling 

Labeling in this research using a rule-based method is carried out based on predetermined keywords. 

This method categorizes the labels automatically, the specified keywords must be relevant to the title and 

abstract of the article. The labeling process in this study changes words to lowercase letters. Labels based on 

predefined keywords, the result is that if there are keywords, they will automatically enter the category labels 

that have been determined, if there are no keywords, they will automatically enter other labels. 

 

2.1.4. Classification using naive Bayes 

Classification is carried out after the dataset pre-processing stage is completed, and a classification 

model is carried out using the naïve Bayes method. Process steps to measure classification performance by 

calculating accuracy, recall, precision, and F1-score [22]. Calculating accuracy can use (1). 

 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝑡𝑟𝑢𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒

𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝑡𝑟𝑢𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒+𝑓𝑎𝑙𝑠𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝑓𝑎𝑙𝑠𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒
 𝑥 100% (1) 

 

Calculating the precision can be done using (2). 

 

𝑝𝑟𝑒𝑐𝑖𝑠𝑠𝑖𝑜𝑛 =  
𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝑓𝑎𝑙𝑠𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒
  (2) 

 

Calculating recalls can be done using (3). 
 

𝑟𝑒𝑐𝑎𝑙𝑙 =  
𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝑓𝑎𝑙𝑠𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒
  (3) 

 

Calculating the F1-score can be done using (4). 
 

F1 − 𝑠𝑐𝑜𝑟𝑒 = 2 𝑥 
𝑝𝑟𝑒𝑐𝑖𝑠𝑠𝑖𝑜𝑛 ∗ 𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑠𝑖𝑜𝑛+𝑟𝑒𝑐𝑎𝑙𝑙
  (4) 

 

Information: 

True positive: the amount of correctly classified positive data. 

True negative: the amount of correctly classified negative data. 

False positive: the amount of negative data that is incorrectly classified as positive. 

False negative: the amount of positive data that is incorrectly classified as negative. 
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2.1.5. Article similarity detection using cosine similarity 

The detection of similarity in articles using the cosine similarity method is very appropriate to 

evaluate how much similarity between classes and the result is in the form of vector angle parameters. 

Calculating similarity has a range value from 0-1. The calculation formula for the similarity results uses (5). 

 

𝐶𝑜𝑠𝜃 =  
∑ 𝑎𝑖.𝑏𝑖.

𝑛
1

√∑ 𝑎𝑖
2𝑛

1 √∑ 𝑏𝑖
2𝑛

1

 (5) 

 

Information: 

ai and bi : components of two vectors A and B. 

Σaibi: dot product (multiplication of dots) between two vectors. 

𝛴𝑎𝑖 
2 and 𝛴𝑏𝑖 

2: the length (magnitude) of each vector. 

n: unique word count. 

This research uses vector weighting to calculate cosine similarity in vector form using TF-IDF.  

TF-IDF is a statistical method used to measure the level of importance of a term in a document [23]. TF 

indicates the frequency of the word appearing in the document; the higher the TF value is considered the 

more relevant the word is in the document [24]. The word weight is obtained from the multiplication of TF 

and IDF [25]. This calculation begins by determining two vectors, namely article 1 and article 2, which 

represent the object being compared, in this research, based on the title and abstract that have been 

concatenated. The first step in the calculation process is to determine the dot product of the two vectors, 

which is obtained by adding the result of the multiplication of each corresponding element in each vector. In 

the second step, the length or magnitude of each vector is calculated by taking the square root of the sum of 

the squares of each element in that vector. The cosine similarity value is then obtained by dividing the dot 

product result by the product multiplication of the lengths of the two vectors, according to the equation. The 

results of this calculation are in the range of 0 to 1, where values close to 1 indicate a high degree of 

similarity, values close to 0 indicate the absence of a significant relationship, and values close to -1 indicate 

that the two vectors have opposite directions. The similarity detection stages are depicted in Figure 7. 

 

 

 
 

Figure 7. Stages of cosine similarity 

 

 

3. RESULTS AND DISCUSSION 

This section describes the results and discussion of the data balancing process. The results of data 

balancing are illustrated in Table 1, and the data difference graph is illustrated in Figure 8. Figure 8 shows a graph 

of the data classification results, Figure 8(a) graphs that provide classification results using imbalanced data, and 

Figure 8(b) graphs that provide classification results using balanced data using the random over-sampling (ROS) 

method. The final stage discusses the results of classification using the naive Bayes method, the results of article 

similarity detection, and the results of scientific article search using the cosine similarity method. Table 1 

describes the dataset that has done category auto-labeling based on the keywords that have been defined. There 

are two columns in the number of datasets: the number before and the number after. The previous number results 

from auto-labeling without using the over-sampling method. The number after is the result of auto-labeling with 

data balancing using ROS, which has a way of working by identifying minority classes and majority classes. 

Duplicate data from the minority classes of 20,914 classes to be balanced with the majority class [26]. Figure 8(a) 

depicts imbalanced data with other categories as many as 20,914, count of appointment information system is 

169, decision support system is 1,003, sales information system is 111, customer relationship management is 63, 

marketing information system is 9, financial information system is 8, executive information system is 5, and 
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human resources information system is 4. Figure 8(b) illustrates the balanced data that has been carried out using 

ROS, and all categories are balanced as many as 20,914 in each category. 

 

 

Table 1. Balancing data using ROS 
Category Total 

Before ROS After ROS 

Other 20,914 20,914 
Management information systems 169 20,914 

Decision support system 1,003 20,914 

Sales information system 111 20,914 
Customer relationship management 63 20,914 

Marketing information system 9 20,914 

Financial information system 8 20,914 
Executive information systems 5 20,914 

Human resource information systems 4 20,914 

 

 

 
(a) 

 

 
(b) 

 

Figure 8. Graph of the data classification results: (a) imbalanced data and (b) balanced data 

 

 

3.1.  Classification using naive Bayes 

This classification conducted one experiment with 80% of the training data and 20% of the test data 

from 29,239 rows. The results of the naive Bayes classification model test can be seen in Table 2, which uses 

imbalanced data, and Table 3, which uses balanced data. The results of two tests with different data gave 

excellent F1-score accuracy results. The test results using imbalanced data did not provide good classification 

results, and no category labels were detected correctly. The test result using balanced data gives good 

classification results and correctly detects category labels. 
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The classification results in Table 2 show the impact of imbalanced data on model performance. 

Based on the classification results, the other category has a precision value of 0.94, a recall of 1.00, and an 

F1-score of 0.96, with the total data reaching 4,197 samples. This suggests that the model tends to classify 

most of the data into other categories caused by unbalanced data. In contrast, other categories, such as 

management information systems, marketing information systems, and decision support systems, have an  

F1 score of 0.00, indicating that the model cannot easily recognize data in those categories. Low macro 

average values include precision 0.11, recall 0.12, and F1-score 0.12. It shows that the model is inaccurate in 

classifying classes with a few samples. The weighted average is higher because the majority class influences 

it. Although the model has an overall accuracy of 0.94, this value cannot indicate that the model classifies 

well due to refraction towards the majority class. To improve the model's performance in classifying minority 

classes, strategies such as oversampling are needed so that the labels of class categories are more balanced 

and the classification results are more appropriate. 

 

 

Table 2. Classification results using imbalanced data  
Precision Recall F1-score Support 

Other 0.94 1.00 0.96 4,197 

Customer relationship management 0.00 0.00 0.00 10 

Executive information systems 0.00 0.00 0.00 3 
Financial information system - - - - 

Management information systems 0.00 0.00 0.00 36 

Marketing information system 0.00 0.00 0.00 1 
Sales information system 0.00 0.00 0.00 21 

Human resource information systems 0.00 0.00 0.00 3 

Decision support system 0.00 0.00 0.00 187 
Accuracy 

  
0.94 4,458 

Macro avg 0.11 0.12 0.12 4,458 

Weighted avg 0.88 0.94 0.91 4,458 

 

 

Table 3. Classification results using balanced data  
Precision Recall F1-score Support 

Other 0.98 0.85 0.91 4,125 

Customer relationship management 0.99 1.00 1.00 4,211 
Executive information systems 1.00 1.00 1.00 4,102 

Financial information system 1.00 1.00 1.00 4,235 

Management information systems 0.94 1.00 0.97 4,207 
Marketing information system 1.00 1.00 1.00 4,124 

Sales information system 0.97 1.00 0.99 4,206 

Human resource information systems 1.00 1.00 1.00 4,248 
Decision support system 0.95 0.98 0.96 4,188 

Accuracy 
  

0.98 37,646 

Macro avg 0.98 0.98 0.98 37,646 
Weighted avg 0.98 0.98 0.98 37,646 

 

 

The classification results illustrated in Table 3 show the classification results obtained using 

balanced data, namely category label data that has been balanced using ROS. The model's performance was 

evaluated based on three primary measurements: precision, recall, and F1-Score, which showed the accuracy 

and consistency of the model in classifying data. The analysis results show that almost all classes have 

precision and recall above 0.94, and the model can perform classification with minimal error rate, without 

refraction that impacts certain classes. The overall Accuracy value reached 0.98, indicating the model has 

excellent prediction performance. The macro average and weighted average values, each valued at 0.98, also 

indicate the model has a balanced performance across categories. Thus, correctly applying data balancing can 

improve the model's performance compared to the imbalanced data condition, where some categories 

previously had a lower F1-score. These results show that the data balancing strategy can reduce refraction in 

classification and improve accuracy. 

The confusion matrix results from the classification model test using naive Bayes are shown in 

Figure 9(a) confusion matrix with imbalanced data and Figure 9(b) confusion matrix with balanced data. 

Figure 9(a) shows that the model tends to classify data into only one dominant category, with many other 

classes having a near-zero prediction count. This shows that the model is biased towards the majority class, 

so it cannot recognize the patterns of the minority classes well. Figure 9(b) of the confusion matrix for 

balanced data shows a more even distribution of predictions along the diagonal of the matrix. The model can 

classify samples into appropriate classes with fewer errors. A comparison of these two matrices shows that 
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relevant data balancing improves model performance by reducing bias against majority classes and enabling 

more accurate classification across categories. 
 

 

  
(a) (b) 

 

Figure 9. Confusion matrix for (a) imbalanced data and (b) balanced data 
 

 

3.2.  Article similarity detection using Cosine Similarity 

This process detects similarities using the title and abstract of Article 1 and Article 2. After the 

experiment, the similarity detection score was obtained as 0.071, shown in Table 4. Table 4 shows the results 

of the similarity detection analysis between two articles based on the calculation of similarity scores. Article 

1 is titled "Web-based decision support system assessment..." which focuses on the implementation of a 

decision support system in the context of assessment in a village, while Article 2 is entitled "Design and build 

automatic bottle filling and capping system based on bottle height ..." which discusses automation systems in 

the manufacturing industry. The calculation results showed that the similarity score between the two articles 

was 0.071, which indicates a very low level of similarity. This value indicates that the two articles 

significantly differ in topic, terminology, and content. Thus, the similarity detection method is proven to 

distinguish articles with different topics well. Based on a similarity score range of 0 to 1, provide a good 

score to detect article similarities. In this research, the highest score was used to obtain an accurate and 

relevant article according to the research topic. 
 

 

Table 4. Similarity detection results 
Article Title Brief abstract 

1 Web-based decision support system assessment ... Pringsari Village is one of the villages in the sub-

district .... Where is each village ... 
2 Design and build automatic bottle filling and 

capping systems based on bottle height... 

Today's industrial world can no longer be separated 

by the problem of automation for various production 

facilities. … 
Score cosine similarity 0.071 

 

 

3.3.  Article search using cosine similarity 

This process searches for scientific articles that are similar to the main article based on the title and 

abstract that have been concatenated. The value range is 0 to 1. The results of the search display a table 

containing the columns garuda title, garuda abstract, similarity score, category, and predicted category. The 

predicted category is the wrong category label column in classifying the category, as shown in Figure 10. 

The search results of articles in Figure 10 show the results of the similarity score calculation, where 

the article with the highest score has the most significant level of similarity with the main article. The article 

with the highest similarity score is placed first in the search results. This process compares the search text 

with the title and abstract from the available dataset. Next, the search results are sorted by similarity score in 

descending order so that the most common documents appear first. The results of this study show that the top 

five documents have the highest level of similarity to the keywords of web-based decision support systems. 

These results are displayed in a table that includes the title columns, abstract, similarity score, 

original category, and predicted category. The similarity score obtained ranged from 0.39 to 0.26, which 

indicates a difference in the level of similarity of documents. The original and predicted categories showed a 
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reasonably high match, indicating that the model can recognize and group documents quite well based on text 

similarity analysis. 
 

 

 
 

Figure 10. Article search results 
 

 

Table 5. Article search results 

 GARUDA_TITLE GARUDA_ABSTRACT SIMILARITY_SCORE CATEGORY 
CATEGORY_ 
PREDICTED 

0 
Decision support system for 

recipient selection… 

Decision support system as 

a system… 
0.391596 

Decision support 

system 

Decision support 

system 

1 
Decision support system for 

new student admission… 

A decision support system is 

a system… 
0.295967 

Decision support 

system 

Decision support 

system 

2 
Decision support system for 
employee recruitment… 

Current information 
technology developments… 

0.275679 
Decision support 
system 

Decision support 
system 

3 
Decision support system for 

restaurant selection… 

The abstract of this research 

aims to help… 
0.269314 

Decision support 

system 

Decision support 

system 

4 

Decision support system for 

employee performance 

evaluation… 

Employee performance 

evaluation decision support 

system… 

0.267959 
Decision support 
system 

Decision support 
system 

 

 

4. CONCLUSION 

The naive Bayes method used for classification provides a good level of F1-score accuracy by using 

balanced data of 98% and imbalanced data of 94%. The classification process takes less than 60 minutes to 

process and classify the article categories. The cosine similarity method used for similarity detection and 

search for the main article with other articles gave a good similarity detection score of 0.071. In contrast, a 

similarity score close to 1 indicates a higher similarity in searching for articles relevant to the specified 

research topic. Searches for scientific articles that are similar to the main article provide excellent search 

results. The research results show that the proposed method significantly improves the classification and 

search processes in GARUDA, and provides accurate and efficient similarity detection. Further research can 

be developed by adding more datasets in the scientific field, not only in the Indonesian language, and by 

applying features to find articles similar to the GARUDA. 
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