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 Liver cancer is a dangerous disease that poses significant risks to human 

health. The complexity of early detection of liver cancer increases due to the 

unpredictable growth of cancer cells. This paper introduces HepatoScan, an 

ensemble classification to detect and diagnose liver cancer tumors from liver 

cancer datasets. The proposed HepatoScan is the integrated approach that 

classifies the three types of liver cancers: hepatocellular carcinoma, 

cholangiocarcinoma, and angiosarcoma. In the initial stage, liver cancer 

starts in the liver, while the second stage spreads from the liver to other parts 

of the body. Deep learning is an emerging domain that develops advanced 

learning models to detect and diagnose liver cancers in the early stages. We 

train the pre-trained model InceptionV3 on liver cancer datasets to identify 

advanced patterns associated with cancer tumors or cells. For accurate 

segmentation and classification of liver lesions in computed tomography 

(CT) scans, the ensemble multi-class classification (EMCC) combines U-Net 

and mask region-based convolutional network (R-CNN). In this context, 

researchers use the CT scan images from Kaggle to analyze the liver cancer 

tumors for experimental analysis. Finally, quantitative results show that the 

proposed approach obtained an improved disease detection rate with mean 

squared error (MSE)-11.34 and peak signal-to-noise ratio (PSNR)-10.34, 

which is high compared with existing models such as fuzzy C-means (FCM) 

and kernel fuzzy C-means (KFCM). The classification results obtained 

based on detection rate with accuracy-0.97%, specificity-0.99%,  

recall-0.99%, and F1S-0.97% are very high compared with other existing 

models. 
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1. INTRODUCTION 

The liver is a typical organ in the human body that regulates chemical levels in the blood and 

excretes a substance called bile. The primary purpose of bile is to transport waste material from the liver. 

Liver cancer is a significant contributor to global malignancy mortality, making up a significant portion of all 

malignant death categories [1]. Because liver cancer, particularly hepatocellular carcinoma, has demonstrated 

promising treatment efficacy and improved survival when diagnosed at an earlier stage, elucidating 

molecular biomarkers or mechanisms for early detection is crucial [2], [3]. We also validate the 

measurements against other clinical standards, such as biopsy, which remains the gold standard for detection, 
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and traditional imaging techniques like ultrasound. However, both of these methods have limitations, 

including low accuracy, time-consuming nature, potential expense, and the possibility of human error [4]. 

Advances in medical image processing and deep learning algorithms represent a promising prospect 

for overhauling cancer detection as we currently know it [5]. These methods could help radiologists and 

oncologists to better detect cancerous tissues by automating the analysis of medical images. Image 

processing is crucial in upgrading the quality and beautifying medical images for diagnosis [6]. Meanwhile, 

deep learning algorithms, particularly convolutional neural networks (CNNs), perform best for detecting and 

classifying liver cancer pathology on medical images [7]. This includes using various identified image 

modalities like computed tomography (CT), magnetic resonance imaging (MRI), and ultrasound scans. We 

process these images using several techniques to extract the required features, and then employ deep learning 

models to determine whether abnormal growth is present in healthy tissues [8]. By identifying patterns in 

large datasets of labeled images, deep learning models can aid in early diagnosis, tumor segmentation, and 

cancer progression prediction. However, despite these setbacks, applying image processing and deep learning 

algorithms in liver cancer detection is highly promising [9], [10]. 

In this research work, the proposed approach is the combination of U-Net and Mask region-based 

convolutional network (R-CNN). U-Net concentrated on segmentation, while Mask R-CNN handled 

classification. We use InceptionV3 to train images of liver cancer and normal CT scans. We utilize transfer 

learning to transfer the frozen layers to the proposed ensemble multi-class classification (EMCC), which 

enhances lesion detection. Finally, the proposed EMCC shows the performance in terms of detecting the 

cancer-affected regions and classification of images. Figure 1 shows the methods used in this work. 

 

 

 
 

Figure 1. The architecture of EMCC 

 

 

2. LITERATURE SURVEY  

Zhen et al. [11] introduced a new deep learning system (DLS) that diagnoses and detects liver tumors 

in the early stages using MRI scan images. The proposed approach mainly focused on classifying liver tumors 

into seven types. The results show that the proposed approach obtained a high accuracy of 92.34% based on 

the detection rate. There is the lack of accuracy based on the disease detection. Alirr [12] proposed an 

advanced learning approach that segments the liver samples from the CT scan images. It is the combination of 

FCN and region-based level techniques. The proposed approach segments the liver organ from the input CT 

scan image to find the tumors. In the final step, the region-based level refined the segmentation prediction to 

identify the accurate final segmentation. The results demonstrate that the proposed approach produces accurate 

results. There is lack of segmentation results in this approach. Sumallika and Prasad [13] presented a 
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combined model for detecting liver cancer and diseases in their early stages. In this application, the ResNet50 

is a pre-trained model that extracts features and filters out noise from input images. The proposed method 

combines extreme gradient boosting (EGB) and recurrent neural network (RNN) to detect unusual cancer 

cells and achieves a higher accuracy of 98.48%. 

Rela et al. [14] introduced a new optimization algorithm that adopts the U-Net features that combine 

with grey wolf-class topper optimization (GW-CTO). The features are extracted using the training model that 

selects the features belonging to hyper-parameter tuned improved-deep neural network (HI-DNN) enhanced 

by the same GW-CTO algorithm. In the final step, the GW-CTO-HI-DNN improved the accuracy up to 

4.3%, 2.4%, 5.2%, and 4.3% for all the other models. The proposed approach has high accuracy compared 

with other models. Liu et al. [15] introduced AI-based models that detect liver tumors using advanced 

segmentation combined with a K-means clustering (KMC) algorithm. The proposed model diagnoses the 

liver tumors and classifies the normal and tumor CT images. The experiments show that the liver tumor 

obtains an accuracy of 93.23%. Di et al. [16] demonstrated an automated approach for segmenting liver CT 

scan images and extracting liver tumours. In this case, the segmentation difficulties are mitigated by using the 

3D U-Net to divide the high-resolution pixels using local information based simple linear iterative clustering 

(LI-SLIC)-based hierarchical iterative segmentation. Finally, the voting model is utilised to extract tumour 

regions from high-resolution pixels, identify abnormal areas, and classify pixel-based results. The results 

demonstrate that the proposed approach produces accurate results. 

Li et al. [17] proposed a deep attention-based neural network with high-resolution and multi-scale 

characteristics for liver and tumour segmentation in CT scan pictures. The multi-scale features alter the 

fusion, allowing fields to modify the liver and tumour to various forms and sizes. Finally, the proposed 

strategy improves performance. Gunasekhar et al. [18] proposed a new deep learning -based model combined 

with an optimization algorithm. This work combines six filters with feature selection to improve the final 

outcomes. Among these filters, two high-dimensional features are extracted using the modified social  

ski-driver optimization (MSSO) algorithm. These extracted features, also called high-ranked features, find 

the accurate features from the liver cancer tissues detected by the sunflower optimization-based deep neural 

network (DSFNN) approach. The experimental analysis was applied to the National Center for 

Biotechnology Information-Gene Expression Omnibus (NCBI-GEO) database, and superior performance was 

obtained in classifying types of liver cancers. Baâzaoui et al. [19] stated a semi-automated segmentation 

method for numerous lesions in the liver using CT scan data. The recommended approach removes liver 

lesions from the input images and classifies them as normal or abnormal images. The results suggest that the 

proposed strategy outperforms other models in terms of classification accuracy. Das et al. [20] proposed the 

model kernel fuzzy C-means (KFCM) clustering combined with adaptive and morphological processing 

models that segment the liver CT scan morphological images. KFCM is also used to reduce the noise and 

increase the strength of the clustering. The quantitative results show that the proposed approach obtains better 

peak signal-to-noise ratio (PSNR) and low mean squared error (MSE) with consistent accuracy. 

 

 

3.   DATASET DESCRIPTION 

Liver tumour segmentation challenge 2017 (LiTS17) dataset is the most often used [21]. It contains 

CT scan images of liver tumours from a variety of people. Each sample has 3D scan segmentation markings 

representing liver areas and liver tumours. It comprises 500 CT scan liver photos, including 300 training and 

200 CT scan images. Figure 2 shows the CT scan images from the dataset. 

 

 

 
 

Figure 2. Sample liver CT images from dataset 
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4. PRE-TRAINED MODEL INCEPTIONV3 

The architecture of InceptionV3 is populated with several manifold modules from the third-order 

moment sequence pool, which are conceptually suitable for learning coarse and mid-level abstractions. 

Analysis of liver tumors often involves distinguishing between low-contrast subtle textures and patterns that 

could characterize cancerous cells. Hence, high-resolution feature extraction is essential. Further fine-tuning 

InceptionV3 on liver tumor data from our institution enables the model to tweak its learned features and 

recognize any liver-specific anomalies or differences in their morphology, hence allowing better detection 

performance [22]. The pre-trained layers in InceptionV3 have already learned to detect the best complex 

textures and patterns in images, training (fine-tuning) the model on medical imaging datasets with slight 

adaptation. It mainly allows the deep and diverse convolutional structures to capture the significant features 

crucial for differentiating liver tumors and non-tumor tissues [23]. This model mainly reduces the 

computational demands and improves pattern detection with rapid outcomes. 

The structure of InceptionV3 mainly consists of rich feature extraction layers. The model loaded the 

weights for liver cancer detection but ignored the top layer, which allows customization to classify normal 

and abnormal samples. The classification improved by adding the dense and dropout layers to the default 

InceptionV3, which involves the fully connected layer using softmax activation for multi-class classification, 

represented in (1). 

 

InceptionV3model = InceptionV3 (weights = ’imagenet’,  includetop = False,  inputshape = (299, 299, 3)) (1) 

 

Transfer learning is mainly used to fine-tune the top layers of InceptionV3, which initially keeps the 

lower layers frozen to retrieve the pre-trained features. The total number of trainable layers Ltrainable is 

represented in (2): 

 

θ = {wiϵ Ltrainable |Freeze Lfrozen} (2) 

 

Loss function (L): the binary cross-entropy used for binary classification for multiclass is represented in (3): 

 

L = −
1

N
∑ yi  ∙ log (ŷi)

N
i=1  (3) 

 

Optimizer: the Adam optimizer used to improve the learning rate of for  10−4 fine tuned layers represented in (4): 

 

θ ←  θ −  α ∙  ∇θL(θ) (4) 

 

Where, α is learning rate and L is loss function. 

 

 

5. ENSEMBLE MULTI-CLASS CLASSIFICATION 

Combining U-Net and Mask R-CNN for liver cancer detection is a successful merger because they 

have strengths that make them particularly well-suited to medical imaging tasks. U-Net, famous for its 

performance in semantic segmentation problems, dominates pixel-level classification by taking advantage of 

image resolutions at different scales. The proposed network uses a symmetric encoder-decoder U-Net 

architecture with skip connections, allowing for great localization and making it well-suited to segmenting 

tumors or other abnormalities in high-complexity anatomical structures like the liver. In contrast,  

Mask R-CNN extends Faster R-CNN by adding instance segmentation (localized pixel-wise image 

categorization) to the top of object detection. This makes it possible to perform tumor localization and liver 

tumor delineation in a single slice coordinate map paired with the input CT scan. It will use a two-stage 

detection algorithm, where the regions are initially proposed. Then, these regions are refined while 

simultaneously creating object masks, bounding boxes, and classifying labels. This multi-task processing is 

beneficial in separating and segmenting individual tumors in the case of multiple liver lesions. U-Net is 

typically used as a preparatory and initial liver area segmentation of the framework within an integrated 

model for detecting liver cancer. It is beneficial to Mask R-CNN by ensuring it can target liver tumors more 

directly and accurately instead of a more significant portion. Alternatively, the segmentation map of U-Net 

can guide Mask R-CNN’s region proposals on tumor boundaries and consequently increase localization 

accuracy around instance masks. Finally, the combined model improves the detection rate in terms of 

accuracy, quality of segmentation, and understanding, which introduces a more robust model for diagnosing 

liver cancer. 
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Step 1: Input image processing and preprocessing 

Image normalization: the input image I is normalized by deducting the intensity of the mean and dividing by 

the standard deviation σ given in (5). 

 

Inorm =
1−μ

σ
 (5) 

 

Resizing: the input image is resized to a fixed size that is compatible with the network, such as H X W. 

Step 2: Initial segmentation with U-Net 

The U-Net functionality is mainly used to segment the liver region by isolating the region of interest (ROI) 

that is most likely to contain the liver. 

a) Downsampling path (encoder): 

− The spatial dimensions are reduced by using the convolutional layers to capture the feature 

representations. 

− The filter f is applied at every convolution layer, and X as input, followed by ReLU activation: 

 

Xconv = ReLU(f ∗ X + b) (6) 

 

− To downsample the feature maps, max-pooing is applied after convolution: 

 

Xpool = MaxPool(Xconv) (7) 

 

b) Bottleneck layer: this layer captures the core features by combining the high-level semantics from the 

encoder with accurate upsampling details. 

c) Upsampling path (decoder): 

− Transmit the convolutions upsample the feature maps: 

 

Xupsample = TransposeConv(Xpool) (8) 

 

− The skip connections are integrated with the upsampled features to retrieve the spatial data. 

d) Output segmentation mask (liver ROI): 

− The U-Net outputs a binary mask, MLiver where: 

 

Mliver(x, y) = {
1      if(x, y) ∈ liver region
0    otherwise                       

 (9) 

 

Step 3: Filtered instance segmentation with Mask R-CNN 

In this step, the U-Net performed the typical segmentation to find any cancerous regions (cells) in the liver. 

a) Region proposal network: 

− For every input image, the bounding box is used to set the region proposals. 

− For every anchor box, p represents the objectness score, which is measured as: 
 

p = σ(w ∙ f(X) +  b) (10) 

 

− All the boxes with high objectness scores initialize strong cancer lesions. 

b) Mask prediction: for every ROI, a binary mask MLesion is constructed for the lesion occurrences. 

 

MLesion(x, y) = {
1  if(x, y) ∈ Lesion region
0    otherwise                       

 (11) 

 

c) Filtering bounding box and prediction of class: 

− In this context, the network filters the bounding box coordinates B = (x, y, w, h) and initializes class 

labels based on the probability of lesion existence. 

Step 4: Final layer - integrated mask and bounding box 

The final layer contains: 

− From U-Net, the liver mask represented as MLiver. 

− The Mask R-CNN MLesion and B obtain the lesion masks and bounding boxes. 

In the final step, the ensemble approach used to impove the accuracy based on the detection rate. 
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6. RESULTS AND DISCUSSION 

In this context, the proposed algorithm EMCC is implemented using Python with better libraries 

such as Keras, Pandas, and Numpy. The tumor or cancer detection and classification is measured by using the 

confusion matrix applied to CT scan images. The combined approach, U-Net and Mask R-CNN, mainly 

focused on segmentation and finding accurate lesions using the bounding box. The pre-trained model 

InceptionV3 is used to extract the significant features that obtain the abnormalities present in the input image. 

The following equations are used to measure the detection and classification rate: 

MSE: The MSE measures the average squared difference between the predicted and original values. 

In this context, the MSE measures the segmentation outcomes by predicting the tumor size. The equation of 

the MSE is measured as (12): 

 

MSE =
1

n
∑ (yi − ŷi

n
i=1 )2 (12) 

 

PSNR: This ratio is generally used to measure the quality of the actual input image and processed 

image, typically in decibels (dB). It is mainly focused on measuring how the actual image differentiates from 

noise filters and transmission. 

 

PSNR = 10 ∙  log10(
MAX2

MSE
) (13) 

 

The performance of existing algorithms is compared with the fuzzy C-means (FCM) and KFCM shown in 

Table 1. These results represent the quality of the final output. Figure 3 shows the comparative performance 

between MSE and PSNR. The EMCC obtained the MSE of 11.34 and PSNR with 10.34% which is high 

compare with existing models. 

 

 

Table 1. The quantitative performance of algorithms 
 FCM KFCM [20] EMCC 

MSE 3.456 9.531 11.34 

PSNR 2.675 8.541 10.34 

 

 

 
 

Figure 3. The performance of algorithms based on the quality of detecting the cancer regions in the input 

images 

 

 

Among all the models the proposed ECMM shows the high-quality images after the pre-processing 

and feature extraction techniques. Figure 4 shows the difference between original CT scan image and cancer 

prediction image. The classification parameters are shown based on the strength of the proposed approach. 

These parameters are obtained from the confusion matrix. The classification results based on the detection 

rate and these are measured by using the following: 

 

Accuracy (ACC) =
TP+TN

TP+TN+FP+FN
 (14) 

 

Specificity (Spc) =
No of TN

No of TN+ No of FP
 (15) 
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Recall (Re) =
TP

TP+ FN
 (16) 

 

F1 − score (F1S) = 2 ∗ 
(Precision∗Recall)

(Precision+Recall)
 (17) 

 

 

 
 

Figure 4. The original and predicted cancer region image 

 

 

Table 2 shows the classification results by showing the comparison between various deep  

learning-based algorithm. The proposed EMCC obtains the high classification compare with other existing 

models as shown in Figure 5. These results are obtained based on the count values of the confusion matrix 

attributes. In this comparison, the lowest performance is shown by deep neural network-based Gabor features 

(DNN-GF) with the accuracy of 0.80%, Spc-0.99, Re-0.85, and F1S of 0.69%. 

 

 

Table 2. The quantitative performance of liver cancer images using in terms of classification with EMCC 
 ACC Spc Re F1S 

DNN-GF [24] 0.80 0.99 0.85 0.69 

HI-DNN [25] 0.83 0.98 0.93 0.85 
Coot optimization algorithm (COA) [4] 0.87 0.99 0.99 0.84 

EMCC 0.97 0.99 0.99 0.97 

 

 

 
 

Figure 5. The comparison of liver cancer detection samples in terms of classification 

 

 

7. CONCLUSION 

This paper presented HepatoScan, an ensemble classification method for the detection and diagnosis 

of liver cancer tumors using liver cancer datasets. The proposed HepatoScan was an integrated method that 

categorizes the three types of liver cancer: hepatocellular carcinoma, cholangiocarcinoma, and angiosarcoma. 
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This paper demonstrated that the integrated method of EMCC exhibits superior efficacy in identifying lesions 

and classifying liver cancer tumors within the provided samples. The pre-trained model identifies precise and 

high-dimensional features through the convolutional layer in conjunction with the transfer learning layer. The 

pre-trained model demonstrates a minimal error loss in the loss function. The EMCC integrates U-Net and 

Mask R-CNN to identify abnormal (cancerous cells or tumors) and normal tissues. The encoder, bottleneck 

layer, and decoder execute the U-Net function. We employ the Mask R-CNN to detect the anomalous regions 

in the provided input image. The final layer combines the mask and bounding box to delineate precise 

regions. The classification outcomes demonstrate that the proposed method attains an accuracy of 0.97%, 

specificity of 0.99%, recall of 0.99%, and F1 score of 0.97%. All these values indicate a high degree of 

superior classification. 
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