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Diabetes is a severe illness characterized by high blood glucose levels.
Machine learning algorithms, with their ability to detect and predict diabetes
in its early stages, offer a promising avenue for research. This study sought
to enhance the accuracy of predicting diabetes mellitus by employing the
stacking method. The stacking method was chosen because it integrates
predictions from various base models, resulting in a more precise final
prediction. The stacking method enhances accuracy and generalization by
utilizing the varied strengths of multiple base models. The Pima Indians
diabetes dataset, a widely used benchmark dataset, was utilized in the study.
The machine learning models used for the studies were logistic regression
(LR), naive Bayes (NB), extreme gradient boost (XGBoost), K-nearest
neighbor (KNN), decision tree (DT), and support vector machine (SVM).
LR, KNN, and SVM were the best-performing models based on accuracy,

Support vector machine F1-score, precision, and area under the curve (AUC) score, and were
consequently used as the base model for the stacking method. The LR model
was utilized for the meta-model. The proposed ensemble approach using the
stacking method demonstrated a high accuracy of 82.4%, better than the
individual models and other ensemble techniques such as bagging or
boosting. This study advances diabetes prediction by developing a more
accurate early-stage detection model, thereby improving clinical
management of the disease.
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1. INTRODUCTION

Diabetes mellitus, a chronic metabolic disorder, presents significant global health challenges, affecting
millions worldwide [1]. Characterized by increased blood glucose levels resulting from inadequate insulin
production or the body's ineffective use of insulin, diabetes can lead to severe complications, including kidney
failure, blindness, and cardiovascular diseases [2]. The urgency of early and accurate diabetes prediction cannot
be overstated. It is a crucial and immediate step towards effective intervention and management, potentially
reducing health risks and mortality rates. Our study, with its potential to contribute to the development of
improved predictive models, holds promise for the future of diabetes management.

The emergence of machine learning has transformed healthcare research, introducing innovative
methodologies and a wide range of applications. Our study, driven by the potential of machine learning, takes a
step further in this innovative trend, proposing an ensemble machine learning approach for predicting diabetes.
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This innovative approach, breaking away from conventional diabetes prediction models, holds promise for the
future of diabetes management, sparking intrigue and engagement in the field.

Machine learning approaches have gained attention as viable options for disease predictions because it
can process extensive datasets and identify complex patterns [3]. However, it is essential to note that no
machine learning model can be considered universally optimum for all prediction tasks. This highlights the
necessity of employing an ensemble method combining multiple models to achieve superior prediction
performance. Harnessing the power of an ensemble machine learning methods boosts prediction accuracy and
enhances the model's robustness and generalizability [4]. Ensemble approaches provide a comprehensive
approach to diabetes prediction research by utilizing the strengths of individual algorithms and limiting their
weakness [5]. Despite the significant progress in diabetes prediction using ensemble techniques such as
stacking, bagging, boosting, and soft voting, different studies lack consistent performance metrics. Most
research focuses on model accuracy, with limited attention to real-world deployment and handling imbalanced
datasets. This study fills these gaps by creating a more reliable, interpretable, and generalizable ensemble
machine learning framework for diabetes prediction, incorporating feature selection techniques and advanced
model evaluation metrics.

Several studies have used various datasets, different combinations of algorithms, other types of
ensemble methods, and different prediction metrics. In their work, Liu et al. [5] proposed an early diabetes
prediction model using a stacking ensemble learning approach, integrating gradient boosting decision tree (DT),
AdaBoost, random forest (RF), and logistic regression (LR). Their model exhibited enhanced predictive
performance relative to individual machine learning models, with better accuracy and recall rates. By selecting
key early symptoms such as polyuria, polydipsia, and sudden weight loss, they could effectively enhance the
early detection of diabetes, highlighting the advantages of ensemble methods in medical diagnosis applications.
In a similar study, Dutta et al. [6] proposed an ensemble machine learning approach for early diabetes prediction
using a newly labeled dataset from Bangladesh. Their model combined naive Bayes (NB), RF, DT, extreme
gradient boost (XGBoost), and LightGBM classifiers, achieving an accuracy of 73.5% and an area under the
curve (AUC) of 0.832. Utilizing extensive data preprocessing, including missing value imputation, feature
selection, and hyperparameter optimization, the study demonstrated the advantages of ensemble models in
enhancing predictive performance for early diabetes detection. This work highlights the importance of robust
preprocessing techniques and multiple classifiers in medical prediction tasks.

Ganie and Malik [7] used the diabetes dataset on the University of California repository for their
research. The authors used an ensemble learning-based framework utilizing techniques like bagging, boosting,
and voting. Ultimately, the bagged DT was the most effective classifier, with an accuracy of 99.41%. In another
study, Gourisaria et al. [8] utilized the diabetes datasets from Frankfurt Hospital in Germany. The authors used
14 machine learning classification algorithms to develop a predictive model for diabetes. Utilizing the soft
voting method, the top five performing algorithms were used to create the classifier. The proposed ensemble
classifier achieved an accuracy of 97.3%.

In a related work, Jain [9] implemented a model based on three algorithms using the Indian diabetes
dataset. The algorithms were evaluated based on accuracy, and the RF model was the most effective. The RF
model was recommended for diabetes prediction over the LR and K nearest neighbor (KNN). Using the same
Pima Indian diabetes dataset (PIDD), Charitha et al. [10] introduced a comprehensive framework for diabetes
prediction employing various machine learning classifiers, including KNN, DT, RF, AdaBoost, NB, XGBoost,
and multilayer perceptron (MLP). The authors utilized a weighted ensemble of diverse machine learning models
to improve the precision of diabetes prediction. The suggested ensemble classifier performed superior to prior
publications, with a 2.00% increase in the AUC score.

Abnoosian et al. [11] proposed an ensemble machine learning model for predicting diabetes using a
multi-classification framework based on an imbalanced dataset of Iragi patients. Their approach incorporated
various preprocessing techniques, such as missing value imputation and feature selection, along with a
combination of models, including KNN, support vector machine (SVM), DT, and RF. The ensemble method
achieved impressive performance, with an accuracy of 98.87% and an AUC of 0.999, demonstrating the
effectiveness of ensemble learning in managing dataset imbalance and improving diabetes prediction accuracy.
Utilizing a hybrid stacked ensemble approach with genetic algorithms [12] proposed a new model for diabetes
prediction. Their method integrated multiple machine learning models, such as RF, SVM, and neural networks,
to improve diagnostic accuracy. By using genetic algorithms for feature selection, they achieved an accuracy of
98.8% and 99% on two different diabetes datasets, significantly outperforming other individual machine
learning methods. This study highlights the effectiveness of combining ensemble learning with genetic
algorithms to enhance predictive medical diagnosis performance.

In another study, Singh and Gupta [13] applied an ensemble learning technique to the Indian diabetics'
dataset, utilizing five models: RF, light gradient boost (LG Boost), XGBoost, gradient boost, and AdaBoost.
The bagging and boosting ensemble method is employed to classify patients as diabetic or non-diabetic.
Although the authors did not explicitly state the performance criterion used to evaluate their model, they did
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suggest that recording outperforms the current methods. In their work, Kumari et al. [3] employed an ensemble
learning technique utilizing a soft voting classifier. The proposed model employed an ensemble of three
algorithms for classification, specifically RF, LR, and NB. The suggested ensemble strategy achieves the
highest accuracy, precision, recall, and F1-score levels, with values of 79.04%, 73.48%, 71.45%, and 80.6%,
respectively.

In a more recent study, Fahim et al. [14] used machine learning algorithms to predict the possibility of
diabetes in women. Utilizing the Indian diabetes dataset, the authors applied the hard voting technique to the
following algorithms: XGBoost, KNN, and RF. According to their classification reports, the precision, recall,
and F1-scores were perfect, with an accuracy of 86%. Oliullah et al. [15] also proposed a stacked ensemble
machine learning model for diabetes prediction, incorporating classifiers such as RF, XGBoost, natural gradient
boosting (NGBoost), AdaBoost, and LightGBM. Through feature engineering and data preprocessing, their
proposed model achieved a high accuracy of 92.91%, significantly improving baseline models. The authors also
employed Shapley additive explanations (SHAP) to interpret the model, identifying insulin and glucose levels
as key predictors. Their findings highlight the effectiveness of ensemble learning in enhancing prediction
accuracy and model transparency for early diabetes detection.

The stacking ensemble machine learning method in diabetes prediction is dynamic and rapidly
evolving. Recent research underscores the potential of this method, emphasizing its accuracy, versatility,
interpretability, and real-time application. By harnessing the power of many algorithms, this ensemble technique
offers a potential approach to enhance diabetes prediction. Utilizing the PIMA dataset, multiple authors have
validated the effectiveness of ensemble methods and introduced a novel algorithm combination that other
researchers can further explore. This study addresses the gaps in diabetes prediction research by demonstrating
the effectiveness of ensemble machine learning techniques, specifically stacking, over individual classifiers.
Previous models that utilized classifiers such as RF and NB underperformed in key metrics like precision,
recall, and accuracy when applied to the PIMA diabetes dataset. This study, therefore, aims to: i) develop a new
stacking ensemble machine learning model for diabetes prediction using LR, KNN, and support vector
classifier; and ii) compare the proposed ensemble approach's performance against traditional machine learning
models regarding accuracy, precision, F1-score, and AUC-ROC.

2. METHOD

The research sought to enhance the performance of current machine learning models in predicting
diabetes. We have presented an ensemble machine learning approach utilizing the stacking technique.
The stacking method was chosen above alternative approaches because of its ability to combine the predictions
of several base models, resulting in a more precise final prediction. The stacking strategy enhances accuracy and
generalization by utilizing the varied strengths of distinct base models. Figure 1 illustrates the framework used
for the study.
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Figure 1. Proposed framework for the study
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The proposed diabetic predictive model utilized a series of steps, including gathering data, preparing
the data, dividing the data into subsets, employing several machine learning classification methods, and using
models for the ensemble model. Seven classification machine learning algorithms were trained on the dataset
to achieve this goal. The descriptions of how the steps were employed in this research are presented in
sub-sections 2.1 to 2.4.

2.1. Dataset collection

The study used the PIMA Indians diabetes dataset from the Kaggle repository. The data comprises
768 instances with eight features. Table 1 describes the attributes of the datasets.

Table 1. Attributes of the PIMA diabetes dataset

Attribute Description
Pregnancies Number of pregnancies
Glucose Plasma glucose concentration at 2 hours in an oral glucose tolerance test
blood pressure Diastolic blood pressure (mm Hg)
Skin thickness Triceps skin fold thickness (mm)
Insulin 2-Hour serum insulin (u/ml)
BMI Body mass index (weight in kg/(height in m)?)
Diabetes pedigree function  Diabetes pedigree function
Age Age (years)
Target Class variable (0 or 1) 268 of 768 are 1; the others are 0

2.2. Data preprocessing

Data preparation is an important step in machine learning because it converts data into a format
suitable for input into machine learning algorithms. Data preprocessing involves several techniques, such as
cleansing, normalization, addressing missing values, label encoding, and dataset partitioning. The data
cleaning process eliminates extraneous disruptions and inconsistencies, hence improving data quality. To
achieve precise and efficient outcomes, it is imperative to eliminate data containing irrelevant information
and replace any missing values. The pregnancy attribute was less relevant to the study, so it was dropped. We
further explored the relevance of the remaining attributes by checking their correlation values. Figure 2
shows a heatmap distribution for the dataset. The blood pressure and skin thickness attributes were
subsequently removed from the dataset due to their correlation values.
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Figure 2. Heatmap of the dataset

2.3. Machine learning classification methods

Seven machine learning classification algorithms were applied to the diabetes dataset to train and
build the model. The classification algorithms considered for this study were LR, NB, RF classifier,
XGBoost, KNN, DT, and SVM.

An ensemble learning approach for diabetes prediction using the stacking method (Elliot Kojo Attipoe)



106 a ISSN: 2722-3221

2.3.1. Logistic regression

LR is a statistical and machine learning method for solving classification problems. This method is
employed when the dependent variable is categorical [16]. Binary classification is the most prevalent use
case, where the output is limited to either 0 or 1.

2.3.2. Naive Bayes

NB is a machine learning classifier that uses Bayes' theorem to calculate probabilities [17]. It is used
for classification tasks. The term "naive" is used because it presupposes that each feature is independent of
the others, given the class variable. Although independence is frequently violated in real-world datasets, NB
classifiers exhibit excellent performance in numerous contexts.

2.3.3. Random forest

RF is a widely used ensemble learning technique for classification and regression tasks. As an
ensemble method, it amalgamates numerous separate models to generate a more resilient and precise
composite model [18]. An RF algorithm constructs many DT and combines their results.

2.3.4. Extreme gradient boost

The XGBoost algorithm aims to provide a remarkably efficient, adaptable, and portable
implementation of gradient boosting techniques [19]. It has gained significant popularity due to its fast and
efficient performance, especially in jobs involving classification and regression. The process commences
with a weak prediction, such as the average of the goal values. Subsequently, each successive tree predicts
the residual from the previous prediction. Each tree is constructed to correct the faults of its predecessor, and
the trees are sequentially integrated, with each tree addressing the residual errors.

2.3.5. K-nearest neighbor

The KNN algorithm is a simple and intuitive non-parametric method for classification and
regression tasks. KNN forecasts the result for a new data point by locating the 'k' nearest training instances
according to a selected distance metric [17]. The algorithm uses the majority voting among neighbors or
weighted averages of their values.

2.3.6. Decision tree

A DT is a model constructed like a flowchart with a tree-like structure. It is used for tasks involving
classification and regression. The process consists of partitioning datasets into smaller groups according to
the values of input features, leading to the creation of a DT model [20]. The dataset is divided into subsets
repeatedly, using the feature that provides the highest increase in information or the lowest level of
uncertainty. This process continues until a specified stopping requirement, such as reaching a specific tree
depth, is satisfied. The terminal nodes correspond to the ultimate predictions.

2.3.7. Support vector machine

The SVM is a resilient and adaptable method for classification and regression tasks. It is particularly
suitable at classifying complex datasets with clear delineating boundaries. The SVM method seeks to identify
the best hyperplane that optimizes the separation between two classes.

2.4. Implementation of the stacking techniques

The machine learning algorithms were implemented to automatically identify observations that
reveal the presence or absence of diabetes disease. One key objective of the study was to use the top-
performing algorithms to implement the stacking method. The first stage was to evaluate the performance
of models and choose the best-performing models as the base model for the stacking ensemble classifier.
Figure 3 illustrates the proposed ensemble method to be employed. In this method, the results from the
base models would be passed to a meta-model for the final prediction.

—> LR
— Model
> L
Dataset KNN Meta Model —> Prediction
—> SVM

Figure 3. Proposed ensemble method
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3. RESULTS AND DISCUSSION

In this study, multiple machines learning classifiers, including LR, NB, RF, XGBoost, KNN, DT,
and SVM, were employed to predict the likelihood of diabetes. The dataset comprises 768 samples, with 268
individuals diagnosed with diabetes and 500 without the condition, distributed across eight unique features.
Various performance metrics, such as accuracy, precision, recall, F1-score, and area under the curve (AUC),
were utilized to evaluate the efficacy of these models. The results are presented in two parts; the performance
of individual algorithms and the performance of the stacking method.

3.1. Performance of individual algorithms

The performance of the algorithms based on accuracy, precision, F1-score, and AUC scores
are presented in Figures 4 to 7. The results indicated that LR, KNN, and SVM classifiers were the
best-performing algorithms. Therefore, used as the base model for the proposed stacking method.

80.50% 80.50% 80.50%

77.90% 77.90%
75.90%
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LR NB RF DT SVM

XGBoost KNN
Machine learning models
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Figure 4. Comparison of the accuracy of each model
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Figure 5. Comparison of the precision of each model
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Figure 7. Comparison of the AUC score of each model

3.2. Performance of the stacking method

The results from the analysis indicate that, stacked ensemble method performed better than
individual classifiers. The proposed model demonstrated an accuracy of 82.4%, outperforming individual
classifiers, as shown in Table 2. The model achieved a precision of 78%, a recall of 60%, an F1-score of
67%, and an AUC score of 76%. These metrics illustrate the effectiveness of the ensemble approach in
handling the classification task, particularly in balancing precision and recall.

Table 2. Model evaluation

Model Accuracy (%)  Precision (%) Recall (%) Fl-score (%) AUC score (%)
LR 80.5 71 62 66 75
KNN 80.5 73 57 64 74
SVM 80.5 72 60 65 74
Ensemble classifier 82.4 78 60 67 76

The stacking method offers a unique advantage over other ensemble techniques like bagging, boosting,
and voting because of its capacity to learn the best combination of predictions from many models adaptively
[21], [22]. While techniques like bagging and boosting aim to reduce variation through consistent combination
strategies, the stacking method employs a meta-model trained to enhance the final prediction by utilizing the
outputs of base models. The meta-model prioritizes more dependable outputs, resulting in improved
performance and generality of the final prediction compared to previous ensemble approaches [23], [24].

The proposed model, a combination of LR, KNN, and SVM, yielded higher accuracy than previous
models, as shown in Table 3. For example, Priya et al. [25] achieved an accuracy of 81% using gradient
boosting, RF, and DT. In contrast, Tasin et al. [26] reported an accuracy of 81% with a broader range of
classifiers, including DT, SVM, RF, LR, and KNN.

Table 3. Performance comparison with existing models

Authors Models Accuracy (%)
Kumarietal. [3] RF, LR, NB 79.04
Dutta et al. [6] NB, RF, DT, XGBoost, LightGBM 73.50
Priya et al. [25] Gradient boosting, RF, DT 81
Tasinetal. [26] DT, SVM, RF, LR, KNN 81
Proposed model LR, KNN, SVM 82.4

The superior performance of our model can be attributed to the stacking method, which combines
the strengths of several classifiers to improve the overall prediction accuracy. Compared to standalone
models, ensemble methods generally provide a more robust solution by minimizing the weaknesses inherent
in individual models. As shown in Table 2, the proposed ensemble approach surpasses the performance of
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previous models in accuracy, precision, and recall, which are critical in medical diagnosis, where the cost of
false positives and false negatives can be high.

4. CONCLUSION

Diabetes mellitus still presents significant global health challenges affecting millions worldwide. It
is estimated to cause about two million deaths annually. However, early detection leads to effective
intervention and management practices, reducing the high risk of mortality rates. Using the PIMA diabetes
dataset, this paper presented an ensemble classifier using the stacking method to predict diabetes. The
classifier uses LR, KNN, and a SVM and achieves accuracy, precision, recall, F1-score, and AUC scores of
82.4%, 78%, 60%, 67%, and 76%, respectively. This research supports the notion that combining classifiers
can produce better outcomes than using a single model, offering promising insights for applying machine
learning to healthcare data. The result also indicated that the stacking method improves the final prediction's
performance and generality compared to previous ensemble approaches. Future studies could explore other
base models to improve the overall performance metrics, especially recall and F1-scores, which remain
relatively lower. Additionally, incorporating feature engineering techniques and dimensionality reduction
methods, such as principal component analysis, could refine the input data and improve classifier
performance. Finally, expanding the study to include more extensive, diverse datasets or real-world clinical
data could enhance the model's generalizability across different populations and healthcare settings, offering
more profound insights into global diabetes management.
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