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Beef quality prediction

Hyperparameter tuning R-squared (R?) values for color (L*), drip loss (%), pH, storage time (hour),
Random forest regressor total plate colony (TPC in cfu/g), and water moisture (%) were 0.789, 0.839,
RandomizedSearchCV 0.734, 0.909, 0.845, and 0.544, respectively. After applying hyperparameter
Spectroscopy tuning, these R? scores increased to 0.885, 0.931, 0.843, 0.957, 0.903, and

0.739, indicating an overall improvement in the model’s performance. The
average performance increase for prediction results for all beef quality
parameters is 0.0997 or 14% higher than the default parameters.
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1. INTRODUCTION

Meat as a source of protein has been widely consumed by humans in recent decades, and its
consumption is increasing [1]. Beef is the choice of food product to meet the need for animal protein because
it has a high protein content [2]. However, beef is also a food product that is easily perishable and spoiled [3].
Under specific temperature and environmental conditions, microbial growth accelerates, leading to faster
beef spoilage [4], [5]. Pathogenic bacteria present in meat, and their number exceeding safe thresholds can
cause consumers to become sick [6], [7]. Near-infrared spectroscopy (NIRS) technology can be used to
detect the composition contained in beef [8], [9]. NIRS can detect several molecular contents in beef, such as
chemical components, technological parameters or electronic equipment, mineral contents, quality traits,
fatty acids, and many more [10]-[12].

The freshness quality of beef can change so quickly that a tool or method is needed to predict the
freshness quality quickly and accurately. A method that can be used to do modeling is using machine
learning [13]. Predictive modeling of meat quality attributes from human sensing like tenderness, juiciness,
and flavor has been done with machine learning [14]. The random forest algorithm [15] was used as the main
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model in this study. There have been many implementations of machine learning in predicting or classifying
the type and quality of beef [16], [17]. The random forest regressor (RFR) effectively performs the real-time
prediction of pH values in beef within a beef freshness monitoring system [18].

In this study, beef quality prediction uses six quality parameters: color with lightness value (L*),
drip loss in percentage, pH value, storage time in the hour unit, total plate colony (TPC) in the colony
forming unit per gram (cfu/g), and water moisture value in the percentage. For the experimental scenario, the
RFR algorithm was used with a default configuration [19], and then it tried to improve the algorithm's
performance by performing hyperparameter tuning [20], [21]. The hyperparameter tuning method used is
RandomizedSearchCV [22].

2. METHOD
2.1. Dataset

This study used a dataset of beef quality parameters from previous research [23]. The object
examined in the study was fresh beef. The data acquisition process was carried out in two ways: a destructive
method using laboratory tools and a non-destructive method using NIRS sensors. The destructive method
produced data on the value of meat quality parameters, which became the target variables of the modeling.
The non-destructive method generated spectroscopy data that served as training data in modeling. An
example of meat quality parameter data can be observed in Table 1. These data have 6 data columns
according to the parameters to be predicted and 80 rows of data.

Spectroscopic data are similar to signal data, but in this study the spectroscopy data is already in the
form of a spreadsheet file. The data consists of 136 columns, with the column name being the wavelength
value of the sensor in nanometers (nm) and consists of 720 rows data. This spectroscopy data was obtained
from 80 samples that were scanned nine times, and an example of spectroscopic data can be seen in Table 2
and visualized as shown in Figure 1.

Table 1. Example data from laboratory [23]
No.  StorageTime (hour)  DripLoss (%) Color (L*) pH  WaterMoisture (%) TPC (cfu/g)

1 0 0.00% 29.09 5.45 76.78% 21,802.18
2 1 3.97% 32.48 5.52 76.92% 72,895.38
3 2 6.46% 35.68 532 75.51% 110,204.67
80 7 17.04% 31.27 5.59 74.86% 2,459,801.15

Table 2. NIRS data example

Hour Wavelength (nm)
2556.24 2539.35 ... 1351.35 1346.61
0 2.27 2.37 1.41 1.35
1 1.96 2.08 1.72 1.95
2 1.78 1.86 1.62 1.53
3 2.12 222 1.89 1.88
4 2.11 2.28 1.85 1.77
5 1.71 1.86 2.01 2.11
6 2.13 2.30 2.86 2.55
7 2.81 291 3.79 4.01
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Figure 1. NIRS data plotting
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2.2. Experimental scenario

In this study, two scenarios were proposed involving RFR with default parameters and the application
of hyperparameters, as shown in Figure 2. The modeling process was carried out alternately on each meat
quality parameter. A comparative distribution of training and testing data of 7 to 2, as shown in Table 3.

|
o
| \/
. - RFR
| default parameter
|
Orginal | Performance
NIRS Data ! /;\ Evaluation
| Storage time RFE with
| hyperparameter tuning
TPC
|
|
. J

Figure 2. Experimental scenario

Table 3. Dataset distribution

Dataset Amount of data  Percentage (%)
Training data 560 71.8
Testing data 160 222

Sum 720 100.0

2.3. Hyperparameter tuning configuration

In this study, the RandomizedSearchCV method was used [19]. RandomizedSearchCV provides both
'fit' and 'score' methods. Additionally, it supports 'score_samples', 'predict’, 'predict _proba', 'decision_function',
'transform', and 'inverse transform', provided these methods are available in the estimator utilized. The
estimator's parameters utilized for implementing these techniques are fine-tuned through cross-validated
exploration across various parameter configurations. Unlike GridSearchCV, which tests every parameter
value, RandomizedSearchCV selects a predetermined number of parameter configurations randomly from
specified distributions. The quantity of configurations tested is determined by n_iter. When all parameters are
listed, sampling without repetition occurs. Conversely, if any parameter is defined as a distribution, sampling
with replacement is employed. It's advisable to utilize continuous distributions for continuous parameters [22].

For the use of RFR by default, there are still algorithm parameters set, while the default parameter
settings can be seen in Table 4. Meanwhile, for hyperparameter setup, there is actually no standard reference
for how many parameter combinations was used, but usually, the more parameter combinations are used, the
longer the training process in machine learning. The setup for the combination of hyperparameter tuning in
this study can be seen in Table 5.

Table 4. Default parameter of RFR [24]

Parameter Data type Default value
n_estimators 100

criterion squared_error
max_depth None
min_samples_split 2
min_samples_leaf 1

min_weight fraction leaf float 0.0
max_features int or float 1.0

max_leaf nodes int None
min_impurity decrease float 0.0

bootstrap bool True
oob_score bool or callable False

n_jobs int None
random_state int None
verbose int 0

warm_start bool False

ccp alpha non-negative float 0.0
max_samples int or float None
monotonic_cst array-like of int of shape (n_features) None
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Table 5. Hyperparameter configuration
Parameter Values
n_estimators 200, 400, 600, 800, 1000, 1200, 1400, 1600, 1800, 2000]

[
max_depth [10, 20, 30, 40, 50, 60, 70, 80, 90, 100, 110, None]
max_features ['log2', 'sqrt', None]
bootstrap [True, False]
min_samples_split  [2, 5, 10]
min samples leaf [1,2,4]

2.4. Model evaluation

This modeling was evaluated using root mean square error (RMSE) and R-squared (R?) to measure its
performance. RMSE and R? are used to assess how well the model predicts data. The selection of RMSE and R?
as evaluation metrics is based on their ability to provide comprehensive understanding of the model's prediction
accuracy. RMSE was chosen because it can show how far the predicted value deviates from actual value in
same unit as data, making it easy to interpret. RMSE is more sensitive to large errors because it calculates the
square mean of errors, which makes it suitable for detecting models with significant prediction errors [25].

Meanwhile, R? was chosen because it was able to show the proportion of variance from the data that
the model could explain. R? is a commonly used evaluation metric in regression because it gives an idea of
how well the model fits against the data [26]. The higher the R? value, the better the model is able to account
for variations in the data. The RMSE formula can be seen in (1) and formula R? can be seen in (2).

RMSE= A5 5— 5P M

2 _ 1 _ S, i-9)?
RE=1 I, i-)? )

Where y; = actual data, y; = predicted data, y = mean of actual data, and n = number of data.

3.  RESULTS AND DISCUSSION

The model was evaluated using RMSE and R? to assess its predictive performance. Hyperparameter
tuning resulted in the best set of configurations, as indicated by the smallest RMSE value and greater R?
testing results for each meat quality parameter. As a comparison and to see the effect of hyperparameter
tuning, the modeling accuracy results compare the results of RFR with the default configuration and the
results of hyperparameter tuning. The results of the default configuration and using hyperparameter tuning
can be seen in Table 6. Based on the data in Table 6, it can be seen that the performance of the modeling
improved from the one using the default configuration to the result of hyperparameter tuning. The increase
can be seen from the smaller RMSE value and the increasing R? value. The increase in performance in the
increasing R? value with an average increase of 0.0997 or 14% can be seen in Table 7. R? default shows the
results of the model evaluation for all meat quality parameters, while R?> hyperparameter is the evaluation
results of the random forest model that has implemented hyperparameter tuning.

Table 6. Prediction results

Beef quality parameter Default configuration Hyperparameter tuning

RMSE R? RMSE R?
color 2.030 0.789 1.110 0.885
drip loss 0.0007 0.839 0.0003 0.931
pH 0.010 0.734 0.006 0.843
storage time 0.480 0.909 0.227 0.957
TPC 68104242089.277 0.845 42401651948.646 0.903
water moisture 0.0008 0.544 0.0005 0.739

Table 7. R-squared improvement

Beef quality parameters ~ R? default ~R? hyperparameter IAn;zpzroveme(lg/to)
Color 0.789 0.885 0.096 12
Drip loss 0.839 0.931 0.092 11
pH 0.734 0.843 0.109 15
Storage time 0.909 0.957 0.048 5
TPC 0.845 0.903 0.058 7
water moisture 0.544 0.739 0.195 36
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The results of the improvement using hyperparameter tuning on the RFR are visualized to compare
the results by using the default parameters and by using hyperparameter tuning. For the meat color quality
parameters, the prediction comparison results can be seen in Figures 3 to 8. In Figure 3, we can see a
comparison of the prediction results for the color parameter, where in Figure 3(a), the yellow color, which
represents the prediction data, appears quite far from the actual data line, which is blue. Meanwhile, the
results of the application of hyperparameter tuning showed an increase in accuracy by seeing that the orange
line in Figure 3(b) is closer to the blue line, which means that the prediction error value is smaller with a
larger R? value. The value of R? using the default parameter is 0.789 and then increases to 0.885 after
applying hyperparameter tuning. Overall, it can be concluded that hyperparameter tuning has a positive
impact on the improvement of the model's accuracy in predicting the color (L*) value, as seen from the
increase in the R? value and the shape of the prediction line that is closer to the data pattern. An increase in
R? 0f 0.096 or an increase of 12%.
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Figure 3. Comparison of color (L*) prediction results: (a) default parameters and (b) hyperparameter tuning

The prediction results for the drip loss quality parameter are shown in Figure 4, where Figure 4(a)
shows a graph of the prediction results with an R? value of 0.839 with the orange line still looking fructuous,
which is still far from the actual data on the blue line. While in Figure 4(b), which has applied hyperparameter
tuning, it can be seen that there is a change where the orange line is closer to the blue color of the actual data
with an R? value of 0.931 or 0.092 greater than before. In the prediction of drip loss quality, R? increased by
11%, and it was also seen that there was less deviation of the orange color line compared to Figure 4(a).

— Data
Model

— Data
Model

0.20 1
0.15 1 A ™ | 0.15 A o™

0.10 L 0.10 4 HH

Driploss
A
Driploss

0 20 40 60 80
Sample ID

(a)

100

20

140

160

0.00 4

| ey
005 f 0.05 '/J \
| AY: |
0.00 4

20

40

60 80
Sample ID

(b)

100 120

140

160

Figure 4. Comparison of drip loss (%) prediction results: (a) default parameters and (b) hyperparameter tuning

The comparison of prediction results in the pH quality parameter can be seen in Figure 5, where
Figure 5(a) is a graph that shows the prediction results using the default parameter with an R? value of 0.734,
which is considered small because it is below 0.8. While Figure 5(b) shows the results of pH quality prediction
after applying hyperparameter tuning with an R? value of 0.843, with this value, it can be considered that
hyperparameter tuning can have a significant impact. An increase in the R? value of 0.109 or 15%. This
increase can smooth the orange line, which is the prediction data, and the values get closer to the actual data.
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Figure 5. Comparison of pH value prediction results: (a) default parameters and (b) hyperparameter tuning

The prediction of the storage time quality parameter is shown in Figure 6, specifically in the actual
data time prediction data; it looks like a ladder because there is a group of data in the same time period,
namely at the same hour as the difference of 1 hour to the data group before and after. Actual data is a data
interval per 1 hour according to the data collection technique. In Figure 6(a), it can be seen that there are still
many orange lines that are towering or too low down with an R? value of 0.909. The default result of this
parameter can be considered very high because it has exceeded 0.9, but hyperparameter tuning is still applied
to see the performance results. In Figure 6(b), the graph shows the prediction results after applying
hyperparameter tuning, with the R? result being 0.957. With the R? value, this model can be said to be close
to perfect in predicting quality with the storage time parameter. The difference in R? increases using the
default parameter, and after applying the hyperparameter tuning, it is 0.048 or 5%.
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Figure 6. Comparison of storage time (hour) prediction results: (a) default parameters and (b) hyperparameter tuning

The next prediction result is about biological meat quality parameters, namely estimating the
number of bacterial colonies using the TPC method with colony forming units per gram (cfu/g) without
paying attention to the type of microbiology. In Figure 7(a), the results of the match between the actual data
and the predicted data are shown. There, it can be seen that the prediction results are quite good for small
values but seem to be much different in the actual data with high values. This is because, indeed, the
modeling accuracy with an R? value is 0.845 for modeling with default parameters, and the distribution of
actual data is more at small values. While the accuracy results after applying the R? value tuning
hyperparameter is 0.903, as shown in Figure 7(b), this result gives an increase of 0.058 or 7%.

The next result is the prediction for the water moisture meat quality parameter shown in Figure 8.
As for the prediction results that use the default parameter with the R? result of 0.544, which can be seen in
Figure 8(a), this value can be said to be a poor prediction modeling result because the R? value is only around
0.5. The application of hyperparameter tuning is one of the techniques to improve modeling accuracy; the
results of its application can be seen in Figure 8(b) with an R? value of 0.739 or an increase from the previous
0.195 or an increase of 36%. With the R? increase value, the water moisture prediction modeling after
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applying hyperparameter tuning has the highest increase among other quality parameter predictions. In
Figure 8(b), which applies hyperparameter tuning, the orange line appears to be smoother and very close to
the blue line, compared to Figure 8(a), which only uses the default parameters.

— Data
Model

TPC (cfu/g)

et A\ St

1PC (chwg)

= Data

Model

T
60

T T
80 100

Sample ID

(2)

T
120

T T
140 160

r T r T T
0 20 80 100 120 140 160
Sample 1D

(b)

T T
40 60

Figure 7. Comparison of TPC (cfu/g) prediction results: (a) default parameters and (b) hyperparameter tuning
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Figure 8. Comparison of water moisture (%) prediction results: (a) default parameters and (b) hyperparameter tuning

Based on the data pairs (a) and (b) visualized in Figures 3 to 8, it can be seen that the orange line in
each figure (b) can better follow the blue line pattern. The closer the orange line is to the blue line, the greater
the R? value or the smaller the error value of the prediction results. The increase in the R? value means that
the effect of hyperparameter tuning on the RFR can run well. The purpose of hyperparameter tuning is to
select the best set or set of parameters in the RFR. The best parameter is also shown as the highest R? value
from the random parameter selection process. The best parameters produced from the hyperparameter tuning
process are shown in Table 8. The results of the hyperparameter tuning show several different parameters for
each meat quality prediction target. The different parameters include n_estimators, max_features, max_depth,
and min_samples split. However, there is no difference between min samples leaf and bootstrap
parameters, which indicates that they have no effect on the selection process in hyperparameter tuning.

Table 8. Best parameters from hyperparameter tuning
Values for beef quality parameters

RFR parameter

Color Dripless pH Storage time TPC Water moisture
n_estimators 1800 1600 400 1800 2000 600
max_features log2 sqrt log2 log2 sqrt log2
max_depth 80 30 30 None 80 60
min_samples_split 2 2 2 5 2 2
min_samples_leaf 1 1 1 1 1 1
bootstrap False False False False False False
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4. CONCLUSION

The results of this study prove that the use of hyperparameter tuning can improve the performance
of the RFR algorithm. The performance improvement was measured by evaluating an increase in R? values
for all beef freshness quality prediction targets. The average increase in R? from all prediction results of meat
quality parameters is 0.0997, or an increase of 14% from the R? value with the default parameter. The study's
results on the application of hyperparameter tuning show that not all parameter configurations affect meat
quality prediction modeling. This study showed that the “min_samples_leaf” or the minimum number of
samples that must be present in each leaf node and bootstrap parameters did not show any difference in the
results of meat quality prediction, which means that the RFR parameter did not affect the hyperparameter
tuning process. So, in the application of the prediction model, RFR and hyperparameter tuning must be
adjusted to the parameters generated by hyperparameter tuning to be re-trained in modeling. Each of the
highest prediction results on all meat quality parameters was affected by different RFR parameters according
to the results of the best parameter output from the hyperparameter tuning iteration process. For future work,
hyperparameter tuning methods such as GridCV can also be used to explore further the ability of
hyperparameter tuning to improve algorithm performance. The results of this study can also be continued by
combining hyperparameter tuning with several preprocess methods, such as feature selection and NIRS data
transformation. The combination of several methods, each of which has been proven to improve the
performance of the algorithm, is expected to be able to improve more. An example of applying combinations
is combining starting from feature selection followed by the transformation data method, then applying
hyperparameter tuning.
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